Abstract: As a general rule, whenever a hearer is justified in forming the belief that \( p \) on the basis of a speaker’s testimony, she will also be justified in believing that the speaker has formed her belief appropriately in light of a relevantly large and representative sample of the evidence that bears on \( p \). In simpler terms, a justification for taking someone’s testimony entails a justification for trusting her assessment of the evidence. This introduces the possibility of what I will call “evidential preemption.” Evidential preemption occurs when a speaker, in addition to offering testimony that \( p \), also warns the hearer of the likelihood that she will subsequently be confronted with apparently contrary evidence: this is done, however, not so as to encourage the hearer to temper her confidence in \( p \) in anticipation of that evidence, but rather to suggest that the (apparently) contrary evidence is in fact misleading evidence or evidence that has already been taken into account. Either way, the speaker is signalling to the hearer that the subsequent disclosure of this evidence will not require her to significantly revise her belief that \( p \). Such preemption can effectively inoculate an audience against future contrary evidence, and thereby creates an opening for a form of exploitative manipulation that I will call “epistemic grooming.” Nonetheless, I argue, not all uses of evidential preemption are nefarious; it can also serve as an important tool for guiding epistemically limited agents through complex evidential scenarios.
1. Introductory

This paper aims to cast light on a commonplace but understudied sort of argumentative maneuver which I will call evidential preemption. Evidential preemption is not uniquely identifiable by any particular type of linguistic expression, but is perhaps most easily recognizable in sentential constructions such as

\[(i) \quad \text{“My opponents will tell you that } p \text{; but I say } q.”\]

While certainly not new, variations on this maneuver appear to have entrenched themselves in recent politics and public life. For a representative example, consider Bill O’Reilly commenting on the 2015 State of the Union Address:

Wages have fallen significantly during President Obama’s tenure. He will tell you that’s because he inherited a terrible recession but I’ll tell you the wage situation is due to the expansion of high-tech in the marketplace when machines replace people and the high cost of doing business in the U.S.A.

In a similar vein, here is Newt Gingrich, writing for the American Enterprise Institute in 2010:

Washington is developing plans for your retirement savings .... They will tell you that you are ‘investing’ your money in U.S. Treasury bonds. But they will use your money immediately to pay

---

1 Typically, we may take it that \( p \) and \( q \) are in some kind of apparent tension, so that the speaker can rely on the hearer to recognize that rational commitment to one proposition would prima facie exclude rational commitment to the other (e.g., “My opponents will tell you that I am too young and inexperienced to be a leader, but I say, this country is ready for change.”).
for their unprecedented trillion-dollar budget deficits, leaving nothing to back up their political promises.

We can ask: what is the purpose of these moves? In particular, why would a speaker spend valuable airtime not just broadcasting their own take on how things are, but also advertising others’ conflicting points of view?

I am interested in determining what role these sorts of utterances play in communication, in particular in testimonial exchange. As such, it might be helpful to begin by contrasting (i) with the following sort of case

(ii) “p, although some folks think that q.”

Here, readers familiar with the work of H.P. Grice might be tempted by an analysis which foregrounds the *cooperative character of communication:* in uttering (ii), I might be signalling to my hearer that though I believe that p, this is not a widely shared view, and that the hearer would do well to adjust his credence accordingly. This is a familiar enough phenomenon, and there are standard templates in epistemology and philosophy of language that can help us make sense of it: for instance, following the so-called “assurance view” of testimony, we might think of it in terms of the speaker asserting that p, but then immediately moving to cancel out the “assurance” that usually travels along with it – i.e., the invitation to believe p based simply on speaker’s testimony which is the normal concomitant of assertion. In less theoretically laden terms, then, uttering (ii) would essentially amount to saying something like “p, but don’t take my word for it.”

I have no doubt that this analysis is appropriate for a number of cases which share surface properties with the ones that I am bringing to attention here. But there is an *antagonistic* element to (i) which this rather optimistic analysis seems unfit to account for. For neither O’Reilly nor Gingrich are

---

4 Cf. Goldberg 2015.
5 The antagonism here is distinct from, though perhaps ultimately related to, the kind so perceptively analyzed in Elisabeth Camp (forthcoming).
seeking to temper the confidence that their audiences might take in their claims, by pointing out that apparently reasonable people hold opposing views: to the contrary, they are seeking to undercut these opposing views, but apparently without having to resort to offering additional argument, evidence, or proof.

How might this maneuver help them achieve this end? I will argue that in certain cases, evidential preemption can actually succeed in materially affecting the evidential situation that the audience find themselves in – or more precisely, the situation that they will find themselves in once the future evidence is disclosed. In this way, evidential preemption can affect not just how people will be psychologically disposed to respond to future evidence, but also how it will be epistemically rational for them to respond.

In what follows, I will analyze the epistemological consequences of evidential preemption under two distinct modes, which I will call, respectively, preemption by neutralization (section 2) and preemption by source discrediting (section 3). I will also connect the analysis to issues of current public concern, such as echo chambers, the propagation of conspiracy theories, and the “fake news” phenomenon. In section 4, I will set aside these more strictly epistemological matters, and draw attention to some ethical questions that arise in their wake: evidential preemption can provide an extremely effective tool for moulding people’s future epistemic situation, and as such, can be seen to raise concerns about manipulation and autonomy. Accordingly, we can ask, are there any intrinsic moral constraints on its deployment? Could evidential preemption ever form part of the discourse repertoires of well-intentioned agents?

2. Preemption by neutralization

In introducing evidential preemption, it will be helpful to note that assertions, at least of the sort that is typically of interest to epistemologists, are typically “motivated,” in the simple sense that the speaker is not just looking to fill the airwaves, but is aiming to redirect an inquiry, persuade an audience, disseminate a significant truth, and so forth. Recognizing this motivation is presumably key to explaining why speakers would ever be moved to make assertions at all, in light of its associated risks: as epistemologists have recently pointed out, assertions are governed by norms, such that if one’s
assertion were shown to be wrong or unfounded, one would thereby have rendered oneself subject to possibly significant social sanction.\(^6\)

This observation brings to salience to a point that, so far as I can tell, has not received a lot of attention in the relevant literature: in standard cases of testimonial transaction, it is clearly not a matter of indifference to the speaker which belief the hearer ends up endorsing as a result – rather, the speaker asserts that \(p\) because he wants us to believe that \(p\).\(^7\) In particular, the world being what it is, testifiers will often recognize a distinctive interest in “safeguarding” their testimonial contribution against future contrary testimony from other parties. For instance, my testifier might understand that I am subsequently likely to meet with other apparently equally knowledgeable and sincere people who will gladly testify that not-\(p\) (or testify to some further proposition \(q\), which is clearly in conflict with \(p\)). He understands that I will then be in a predicament broadly akin to that recently described in terms of the epistemology of expert disagreement: at that point, I will be in possession of two bits of contrary evidence in the form of testimony from apparently equally knowledgeable sources.\(^8\) In the absence of an independent reason to favor one expert over another, my only rational recourse might be to cancel my belief in \(p\) and retreat to a position of suspended belief.\(^9\)

Given my (original) testifier’s interest that I maintain my belief in \(p\), what options are open to him? Assuming that he is not in a position to simply prevent my exposure to the contrary testimony in the first place, he can instead try a different strategy, for instance by saying “my opponents will tell you that \(q\); but I say \(p\).”

It is my thesis that this rather innocent-looking move can actually succeed in shaping the hearer’s future epistemic situation in a rather dramatic way. If so, this is clearly troubling, and we would do well to develop an understanding of how it might work. I have introduced the topic by highlighting the speaker’s motivation for resorting to evidential preemption. By contrast, most discussions of the epistemology of testimony are focused on the recipient’s perspective, on his or her reasons for accepting or declining the information that is offered through another’s testimony. As we move on, it is worth noting that our appreciation of the problems raised by evidential preemption

---


\(^7\) Whether he wants us to believe that \(p\) because he sincerely has our epistemic well-being in mind, or because he wants to manipulate us is not relevant at this point: as I will argue later, evidential preemption can occur in both kinds of cases, to similar effect.

\(^8\) Cf. Goldman 2001 and Coady 2012, ch. 2, for discussions of these issues.

\(^9\) See Elga 2007 and Christensen 2007 for articulations of this sort of view.
does not seem to depend on whether we favor one or another of the standard approaches to the epistemology of testimony. As virtually anyone working in this area will agree, I can, in favorable circumstances, be epistemically justified in forming my beliefs based on what other people tell me. Where philosophers disagree is on the question of how exactly to specify these circumstances. On non-reductionist views, I can be justified, at least in some situations, in forming beliefs *simply* on another’s say-so. On the contrasting reductionist view, I can only ever be justified in light of some previous bit of epistemic legwork, for instance in reasonably assigning a relatively high degree of confidence in the speaker’s competence and sincerity. Both accounts can be satisfied in the cases I am interested in, for typically, reductionist accounts concede that the epistemic processing in question can be quite minimal: in order for me to form the belief that *p* on the basis of another’s say-so, I must have reasonably determined that the speaker seems knowledgeable and sincere, and I must have considered *p* in light of other things I presume to know about the situation. But the evidence to support those assessments can be overall quite weak, so long as there are no apparent defeaters.

To align our inquiry with these well-known approaches, then, assume that the hearer is in a recognizable and common epistemic predicament, i.e., he has an interest in knowing whether *p*, but lacks either the intellectual capacities or the worldly wherewithal to determine whether *p* for himself. Now here is an apparently knowledgeable and sincere person who is keen to offer testimony on the matter. Assume that appropriate epistemic conditions are satisfied, and that it is reasonable for Hearer to form the belief that *p* in light of the testifier’s say-so: that is, hearer has determined that the speaker is well-positioned to offer testimony regarding *p*; in the absence of defeaters, the testimony furnishes him with an epistemic justification for believing that *p*.

But here’s the trouble: the speaker does not *just* offer testimony that *p*, but also issues a warning that others will try to persuade him of an opposing viewpoint. What is the hearer to do with this extra information? It is one thing to observe that the speaker might be working on him psychologically to be disposed to maintaining a belief in *p* even after being confronted with contrary testimony, hoping, perhaps, to exploit well-known mechanisms of familiarity bias. But if our analysis were to stop with

---

10 The broad distinction between reductionist and non-reductionist approaches to the epistemology of testimony goes all the way back to Hume 1748 and Reid 1764; 1785. Few today would endorse a strongly reductionist approach to testimony: see Coady 1973; 1992 for a powerful case against. But see, e.g., Fricker 1994 and Lackey 2006 for sophisticated attempts to incorporate some of the motivations for reductionist approaches into a viable, critical account of testimony. The examples I give in the following satisfy the constraints stipulated also in these more demanding approaches.

11 See, e.g., Fricker 1994; 2006; Lackey 2006.

this observation, we would be missing sight of an epistemically significant dimension of the transaction. For the speaker may also have succeeded in materially changing the evidential situation the hearer will be in once the contrary testimony is offered to him. As I will argue, it does so by giving the hearer reason to believe that whatever information would be gained through that subsequent disclosure has already been taken into account in forming the belief that \( p \).

Here is how: the testifier has a reasonable grasp of hearer’s epistemic situation, and understands that by his uttering \( p \), he will put hearer in an epistemic position where he is justified in forming the belief that \( p \). Nonetheless, he also knows that contrary testimony will tend to erode that justification. In moving to preempt evidence from subsequent contrary testimony, the speaker is signalling to the hearer that even though the balance of evidence strongly favors \( p \), the evidential situation relating to \( p \) is complex, with numerous factors counting both for and against. Others, who may appear knowledgeable and sincere, may believe differently, but they will be wrong. Evidential preemption, then, highlights one part of the total evidence – \( q \) – which will likely be made available to me at a later point, evidence which, if it were considered in isolation, would seem to indicate not-\( p \). If that evidence were subsequently made available to me without forewarning, I would be rationally required to see it as cancelling out my reasons for believing that \( p \). But now that the evidence has been preempted, the subsequent disclosure is neutralized and thereby rendered epistemically moot. I call this preemption by neutralization because it relieves the speaker of the pressure to provide further evidence against \( q \), or even to go on record as denying that \( q \) is the case. The neutralization can be achieved simply by acknowledging that others believe that \( q \), at the same time as one asserts that \( p \).

Preemption by neutralization exploits an underlying general principle: whatever it is that justifies my epistemic trust in my testifier’s assertion that \( p \) would also justify my epistemic trust in my testifier’s assessment of the total evidence that bears on \( p \). In articulating this principle, we can again take an irenic stance: the principle is sufficiently robust that it can be cast in externalist or internalist terms to essentially the same effect. Following externalist (or broadly reliabilist) lines, we can point out that if it were not the case that my testifier had surveyed a relevantly large and representative sample of the evidence that bears on \( p \) and had formed the appropriate belief accordingly, then I would not be justified in believing \( p \) on the basis of his or her testimony. Following internalist (or broadly evidentialist) lines, we can observe that maintaining one’s epistemic right to believe that \( p \) based on another’s testimony entails a positive commitment (whether or not one recognizes it) to the belief that one’s source is well-positioned to provide testimony that \( p \). Minimally, if it were brought to my
attention that I have reason not to trust my testifier’s assessment of the total evidence that bears on \( p \), then I should immediately recognize a reason to modify my confidence in my testimonially acquired belief that \( p \).\(^{13}\)

If this is right, then I cannot generally be epistemically positioned so that I can accept my testifier’s assertion that \( p \), but remain free to decline the accompanying evidential preemption: the same conditions that would justify me in taking the assertion will also, in the absence of countervailing reasons, justify me in accepting the evidential preemption, insofar as it is essentially just presented to me as an articulation of my testifier’s assessment of one specific part of the total evidence that bears on \( p \). That is, the evidential preemption serves to signal to me that one particular bit of evidence bearing on \( p \), which if taken in isolation would seem to render \( p \) problematic, has already been taken into account. If I were merely offered testimony that \( p \), I would be bound to take a subsequent disclosure of \( q \) as throwing \( p \) into doubt. But if I am offered testimony that \( p \) plus a warning that others will say \( q \), then I can be entitled to believe that \( q \) is consistent with \( p \). (Why else would my apparently rational and competent testifier nonetheless maintain that \( p \)?) I now have reason to believe that anyone who highlights \( q \) as a way to cast doubt on \( p \) is simply wrong or misinformed. Accordingly, when that bit of evidence is subsequently disclosed, its epistemic effect has already been neutralized.\(^{14}\)

\(^{13}\) I refer to this as a “general principle,” and so, it is worth noting that its generality does not extend simply to all cases of testimonial justification, but also to any similarly structured epistemological product-process relation, where one’s belief-formation is reliant on a particular information channel. Take, for instance, the epistemologist’s standard example of visual perception: let’s say I come to believe that there is a blackboard behind me based on the visual impression that there is a blackboard behind me. On the externalist account, I am justified in forming that belief only if, as a matter of fact, my faculties of visual representation function suitably well to provide me with reliable information about such things. On the internalist account, my perceptual belief entails my positive epistemic commitment to the reliability of my faculties of visual representation. Denying this would amount to affirming something very much like a Moorean paradox: that is, it would amount to asserting that it is OK for me to hold that I am justified in believing that \( p \) on the basis of information provided through a particular channel while purporting to remaining neutral (or even skeptical) on the question of whether information that travels along that channel is generally worth trusting.

\(^{14}\) One might wonder whether this jeopardizes the “commutativity of evidence,” i.e., the idea that, with respect to some body of evidence \( E \), the order in which the individual elements of \( E \) was acquired or processed should make no difference to what it is rational to believe on the basis of \( E \). Should this give us pause? Commutativity has variously been described as a “desideratum” (e.g., Lange 2000; Weisberg 2009) or a “principle” (e.g., Kelly 2008; Gardiner 2014). But everyone agrees that, whatever its standing, there are recognizable exceptions to the rule. I cannot here attempt to say what unifies all these exceptions, but I do think we can say something general about what underlies the kind of commutativity-violation that would be on display in evidential preemption: evidential preemption is recognizably a species of what has come to be called “higher-order evidence” (cf. Christensen 2010) in the sense that it is evidence that is in part about other evidence (its significance, its reliability, etc.). My hunch, then, is that whenever one’s data set contains higher-order evidence, then one should not expect commutativity to hold as a general rule. Perhaps the best thing we can say is just that commutativity is a property of some bodies of evidence (e.g., coloured balls picked from a jar), but not of others.
This intuitive account of what evidential preemption can accomplish can usefully be supplemented with a somewhat more technical rendering in terms inspired by Bayesian confirmation theory.

Bayesian confirmation theory builds on the important insight that the significance of new evidence can only be determined against the background of what we already believe. Here is why: inductive generalization is not merely a running tally of the instances one has already observed, but ranges over all instances, both the ones we have observed and the ones we have not. As such, it importantly involves forecasting future evidence. Bayesian theory offers us the language of probability theory to quantify these forecasts, and to guide us in assessing the significance of such evidence, once uncovered or disclosed: all else being equal, the lower the likelihood of the evidence (given parameters \{p, q \ldots n\}), the greater its impact on what we should believe.\(^{15}\) By contrast, high-likelihood evidence is evidence that is predicted by, and therefore compatible with, what we already believe.\(^{16}\)

Stated in this framework, evidential preemption can be seen as an attempt to adjust an audience’s assignments of probabilities to future evidence in such a way as to render the subsequent disclosure of evidence E equally compatible with both \(p\) and \(\neg p\). If I were merely offered testimony that \(p\), then subsequent testimony that \(q\) would constitute low-probability evidence, and would have significant impact on my original belief. By contrast, if I am offered testimony that \(p\) plus a warning that others will say \(q\), then subsequent testimony that \(q\) constitutes high-probability evidence, which will have minimal (if any) impact on my original belief. In effect, I am not learning anything new – not acquiring significant new information – when others say that \(q\). But new information is, essentially, the currency on which beliefs are to be updated. The preempted evidence has thereby been rendered epistemically neutral – compatible with both \(p\) and \(\neg p\) – insofar as it was fully predicted by my previous probability assignments. It is a moot point that the same evidence, given different probability assignments, would have a very different epistemic impact, counting strongly in favor of \(\neg p\). In our case, E’s compatibility with \(p\) is secured by the justification for accepting \(p\) in the first place. If I were justified in accepting \(p\) on the evidence I had at the time, then I am, all else equal, justified in continuing to maintain \(p\) even after E has been disclosed. In this sense, evidential preemption can succeed in

---

\(^{15}\) I am here setting aside the difficult cases where my rational confidence in the original hypothesis is so high that I would have better reasons to dismiss the apparently contrary evidence than I have to dismiss the hypothesis.

\(^{16}\) Cf. Bovens and Hartmann 2003.
altering the audience’s evidential situation in such a way as to materially affect what it will be rational for them to believe at some future time, not just what they will be psychologically disposed to believe.

3. **Preemption by source discrediting**

So far, the analysis has focused on cases where the speaker aims to undercut the force of future evidence by (partially) conceding the facts while preemptively *neutralizing* their epistemic significance. These are perhaps the most common cases, and also provide a clear and convenient platform for exploring the epistemological underpinnings of evidential preemption.

But I also believe that evidential preemption can do similar work in a more blunt way, by *discrediting the source* of the future evidence outright. I believe this can shed light on the epistemic situation of people who are blamelessly caught in extremely unfortunate evidential circumstances. In particular, I do not think we can make an honest assessment of the epistemological dimensions of phenomena such as prejudice, conspiracy theories, and echo chambers until we have understood the power of this sort of move. 17

For an important hint, we can return to the examples from Newt Gingrich and Bill O’Reilly. Both are concerned to preempt claims likely to emerge from the White House, or claims which have recently emerged, but which their audience members have not yet been made aware of. They do so by providing an alternative hypothesis which undermines the credibility of the claims in question. But notice that neither Gingrich nor O’Reilly are particularly concerned to provide evidence for these alternative hypotheses. Nor need they, given the epistemic situation they are in: they know their audiences well, and they know that their audience combines an enormous confidence in them as political authorities with an extreme skepticism toward any pronouncement from the sitting Democratic President. Indeed, the mere fact that their alternative accounts purport to unmask the Democratic White House as liars and manipulators 18 is itself sufficient to boost the audience’s confidence in their testimony. Nonetheless, it is important to them that they be seen to contradict these statements *before* they are made or at least before they have become available to the audience: if

---

17 See Keeley 1999, Coady 2007, Begby 2013, and Nguyen (forthcoming) for attempts to grapple with these sorts of issues.

18 Donald Trump’s “Crooked Hillary” epithet could obviously be seen to follow along these lines.
they had waited until the statements and the supporting evidence had been made available, there would have some been pressure to address that evidence in their denouncements. But Gingrich and O’Reilly realize that if the statements can be branded as manipulative lies before they are made, any audience which will accept the preemption will also thereby be disposed to believe that any evidence that the White House might muster will be similarly fabricated. The (purported) evidence can be assumed to be tainted simply because it is provided in service of a manipulative lie. As such, there is no need to address it in detail. Crucially, when the White House then subsequently goes on to make those very statements, their testimony is rendered epistemically inert: if anything, the utterance can create an ironic backlash, insofar as the statement can only confirm my original testifier’s prediction. That is, the only new information that I would gain at that point is that my original testifier was right, as I already had reason to believe he would be.\(^{19}\) They serve only to strengthen rather than weaken my original testifier’s epistemic standing.

It will be tempting to think that this can work only because the audience is suffering from severe epistemic pathologies: they are willing to accept statements offered even by manifest charlatans so long as these statements confirm their bigoted opinion of others. This may be true of these particular cases. But I believe that in other cases, the overall epistemic situation of a hearer may be such as render it quite reasonable for them to accept even a form of evidential preemption which works only by undermining the credibility of the source of the evidence.

For instance, I have argued elsewhere that many instances of prejudiced belief can be well supported by the available evidence, and, to that extent be epistemically justified.\(^{20}\) This is in sharp contrast with more common views which hold that prejudiced belief is always or necessarily the result of some sort of epistemic pathology or malfunction: the evidence to counter their prejudiced beliefs

\(^{19}\) It is hard to pinpoint exactly what it is about temporal priority which makes preemption so effective. My hunch is that it has something to do with the fact that the original speaker is seen by the audience to be making a risky prediction about the course of future evidence: when that prediction is subsequently verified, it enhances the credibility of the speaker in the eyes of the audience. (Though, of course, the prediction need not actually be risky in order for to be seen as risky by the audience.) That said, there is, of course, nothing to prevent us from resorting to such manoeuvres even after the relevant evidence has been disclosed. In some cases, this might succeed in mimicking some of the epistemic effects of evidential preemption, although overall, I believe it is a less decisive tool. Assume, for instance, that I tell my original testifier, “but S says that not-\(p\)!?” My testifier can respond, “Well, he would say that, wouldn’t he?” or “what did you expect him to say?” This amounts to an attempt to nullify the damage of the evidence disclosure after the fact: the testifier is calling on me to recognize that this is the sort of thing that one would expect S to say, based on what else we already know about him (e.g., he is a self-declared socialist). Therefore, when he actually says what he says, I am not given any new information that should rationally require me to revise my initial belief.

\(^{20}\) [Reference redacted for review.]
is readily available, but is either neglected, discounted, or inappropriately weighted.\textsuperscript{21} I believe this view fails to take into account the degree to which testimony – in particular, testimony acquired during early childhood and adolescence – can reasonably come to shape people’s cognitive outlooks and to render them essentially impervious to certain kinds of counterevidence. That is to say, in sufficiently depraved social environments, people can reasonably come to form depraved beliefs in light of the testimony that is offered to them through education and peer networks. Once these beliefs are lodged in the mind, they can justifiably be maintained even in light of many kinds of counterevidence.

Consider, then, the epistemic situation of someone who has grown up in an enclosed cult-like community deeply committed to a variety of whacky conspiracy theories. While we may have a hard time seeing how anyone could justifiably acquire such beliefs in mature age, the situation is quite different for those who are exposed in a systematic fashion to such theories in early years. After all, it is not hard to find evidence for Chemtrails, for the fabrication of the Moon landing, and so on: one need only look to the skies on a clear day or consult the relevant websites.\textsuperscript{22} For most of us, of course, such evidence carries very little weight in our overall epistemic assessment of the situation, or it is easily defeated by contrary evidence. But for someone to whom this is the only evidence, moreover evidence imprinted with the authority of peers and teachers in their community, the epistemic situation is significantly different. I take it to be quite clear that they can be justified in forming beliefs that are obviously false – indeed completely crazed – to the rest of us.

Evidential preemption can play a crucial role in explaining the resilience of such views. For I take it to be a characteristic part of how such views are maintained in social settings that they not only provide the audience with a range of evidence relating directly to \( p \), but that they also seek to preempt contrary evidence that the audience is likely to be confronted with at some point. Here, though, evidential preemption works not by indicating that the evidence is already taken into account, as in the cases we examined above. Instead, it works by directly discrediting the source. We know that we cannot insulate you from contrary evidence forever, so we preempt the future evidence by warning you, for instance, that the liberal media or university professors will tell you that \( q \). But obviously, they will tell you that because they are part of the conspiracy, and so have no credibility on the matter. It is a blunter tool, to be sure, but the effect can be even more sweeping: if I am in an epistemic situation where the testimony of my peers and teachers rationally compels me to believe that \( p \) virtually no

\textsuperscript{21} Cf. Fricker 2007; Arpaly 2003.
\textsuperscript{22} See Feldman (2009) for an articulation of such a low-threshold view of the nature of evidence.
matter how crazy \( p \) is (which I believe can happen quite easily), then it is hard to say why I should not also at the same be rationally justified in taking on board their assessment of the credibility of various other sources. When that is done, then any evidence these sources will subsequently offer to me is rendered moot by preemptive discrediting: in fact, when the “liberal media” subsequently confirm the preemption by telling me just that, they are strengthening rather than weakening the evidential support for my belief that \( p \). They are strengthening it, of course, not by providing direct evidence for \( p \), but by providing evidence for the credibility of my testimonial source for believing \( p \). 23

We may put the point in terms of a distinction between first-order and higher-order evidence, which has recently come to the fore in the epistemology of disagreement: the *epistemic grooming* (as I will call it) that occurs in these contexts provides me not only with first-order evidence to believe a number of propositions; it also preemptively provides me with higher-order evidence about the credibility of a range of sources that would seek to contradict those propositions. 24 Transposed into this vocabulary, my thesis is that if I am in an epistemic position where I am rationally compelled to believe the first-order evidence, then I am also in a position where I am epistemically justified in believing the higher-order evidence travels with it (i.e., these other sources are unreliable because they are beneficiaries of the conspiracy and therefore motivated on non-epistemic grounds to deny these propositions).

These reflections have clear application to a socio-epistemic phenomenon prominently on display in contemporary US public discourse. In a recent and lucid analysis, C. Thi Nguyen has pointed out the difference between “epistemic bubbles” and “echo chambers.” Epistemic bubbles arise from the simple exclusion – inadvertently or no – of certain voices from a discussion. While we don’t ordinarily choose our social circles with a view toward maximizing expected epistemic utility, we nonetheless rely on them for a number of important epistemic functions, such as providing information, confirmation, etc. An epistemic bubble is the non-intended byproduct of this process. As a result, there is relevant information that is not being taken into account, simply because those who are in possession of the information are not given an opportunity to share it. Nonetheless,

---

23 See Keeley 1999 for a perceptive analysis of the epistemology of conspiracy theories, one key point of which is their distinctive ability to convert prima facie contrary evidence into corroborating evidence.

24 See, e.g., Feldman 2009, Kelly 2010 and Christensen 2010 for analyses of the interactions between first-order and higher-order evidence. In less favorable contexts, this sort of move might of course backfire spectacularly: if I say, “Stephen Hawking will tell you that \( p \), but I say \( q \),” in the context of a discussion of quantum gravity, a reasonable audience might instantly downgrade the credibility of my testimony, simply because I am signalling my disagreement with a manifestly superior epistemic source.
epistemic bubbles are fragile and can quite easily be “popped.” By contrast, echo chambers are much more resilient structures, where active measures are taken to ensure that the excluded voices remain excluded (Nguyen forthcoming: 6). And as Nguyen goes on to show, evidential preemption, in both forms that I have surveyed here, is a crucial mechanism for echo chamber construction and maintenance.

Echo chambers are rife in US public life today. I doubt that anything I have said provides an epistemic justification (or even excuse) for this fact. There is enough publicly verifiable information available to ensure that the American public at large really should know better than to place any credence on statements emanating from Donald Trump’s Twitter account. Nonetheless, I maintain that my argument can help shed new light, for instance, on the epistemological motivations underlying castigations of various media organizations as peddlers of “fake news,” etc. For it is not hard to imagine that in a suitably warped socio-epistemic environment, evidential preemption can virtually inoculate an audience against future contrary evidence, insofar as any source that would seek to disclose such evidence would thereby show themselves to confirm my original beliefs.25

Let us return to the question of epistemic justification. For instance, if we adopt something like a virtue-epistemological perspective,26 we might observe that there’s clearly a sense in which this is pathological when seen in the context of a larger picture of human flourishing: these people are obviously not leading healthy and prosperous cognitive lives.27 This is, no doubt, an important perspective. Nonetheless, it seems clear that from the more circumscribed point of view of an evidence-centered normative epistemology, the question is really only one of how people could non-culpably get themselves into positions where this is a rational stance to take. Once we take into account the fact that people may well grow up in such epistemically enclosed communities, and have been subjected to extensive epistemic grooming, it should be clear how they might. Accordingly, evidential

---

25 Consider Barack Obama’s humorous quip: “And look, if I watched Fox News, I wouldn’t vote for me. I understand. If I were listening to Rush Limbaugh, I’d say ‘man ... that’s terrible.’ Fortunately, I have more diverse sources of information.”

26 See, e.g., Sosa 1991 or Zagzebski 1996.

27 But even here, things are not so simple. For instance, Cassam 2016 purports to offer a virtue-epistemological account of adherence to conspiracy-theories in terms of intellectual character flaws. (E.g., “Because he is gullible, dogmatic, closed-minded, cynical, prejudiced, and so on, he ignores important evidence which bears on his questions, relies on unreliable sources, jumps to conclusions and generally can’t see the wood for the trees. The fact that this is how he goes about his business is a reflection of his intellectual character” (Cassam 2016: 165). Needless to say, it is the contention of this paper that such an analysis pays insufficient attention to the insidious epistemic mechanisms by which such beliefs often disseminate. In cases where dominant voices in the epistemic community can efficiently leverage resources such as evidential preemption, there may be nothing wrong, per se, with the intellectual character of the people who end up as believers. They are responding rationally to the highly constrained epistemic context that they happen to find themselves in.
preemption provides an important part of the analysis of how such beliefs might entrench themselves in cognitive systems and come to acquire their distinctive resilience against counterevidence.

4. **Ethical considerations**

All the cases I have analyzed have a clear flavor of nefarious manipulation, for which the term “epistemic grooming” seems appropriate. As such, it could be thought that though it might, given sub-optimal socio-epistemic circumstances, be rational for us to accept evidential preemption, the move itself is inherently manipulative, and should never form part of the communicative repertoires of well-intentioned people. In this section, I want to draw this thought into doubt.

It is a well-known fact that we are all, in different ways, less than perfectly rational, and that we all suffer a range of epistemic blindspots and weaknesses. Where these facts are known, it can be a perfectly reasonable strategy for concerned friends of mine to attempt to mitigate the effects of such vulnerabilities by preempting evidence that I will likely be confronted with at some later point. I take it that this is common in any learning situation. There is nothing nefarious, for instance, about an experienced cardiologist warning a colleague-in-training that relying too much on evidence from echocardiograms in diagnosing heart valve problems is likely to generate a large number of false positives, because varying degrees of backflow of blood can be noted even in perfectly healthy hearts.

More telling, perhaps, are cases where I aim to protect someone against the manipulative strategies of others. For instance, say I have a friend who I know to be epistemically impressionable and prone to conspiracy theories and other forms of quackery. I know that he travels in circles where

---

28 Insights into one’s own epistemic limitations is an important motivating ground for many current approaches to social epistemology. In the literature on testimony, for instance, would-be recipients clearly understand that there are a number of things they have a need to know, but which they will never be in a position to know unless they are willing to accept the testimony of others (e.g., facts about history, or facts about one’s own childhood). One’s appreciation of this predicament must go some way toward explaining why it is ever rational for people to accept testimony as a reason to believe, even though it is in a sense a weaker form of evidence that one might hope to possess in other domains of inquiry (see, e.g., Fricker 2006 for a nice articulation of these points). Similarly, Christensen (e.g., 2007; 2010) shapes his whole approach to the epistemology of disagreement in terms of insights into one’s own epistemic limitations, along two distinct dimensions: the fact that one has limited access to evidence, and the fact that one may be unwittingly biased in one’s assessment of such evidence as one has. (That there should be this overlap between the literatures on testimony and disagreement really should not be a surprise, insofar as the epistemological problem of disagreement is essentially just the problem of how one should take into account testimony in cases where one already has a reasonably strongly entrenched belief whether or not.)
ill-founded claims about the connection between vaccines and autism are trumpeted as scientific facts. It is perfectly reasonable for me to attempt to preempt that evidence by saying that it all stems from a falsified study. I may not provide further evidence for the claim that the study is bogus, either because I myself am unsure of the details, or because I doubt that such further evidence will be absorbed by my impressionable friend, who may lack basic training in statistics and experimental design. But even so, I rationally trust that the preemption will impact how he eventually approaches the inevitable disclosures, and I feel myself morally justified in deploying this strategy: I am after all, I am only trying protect a vulnerable friend from the manipulative epistemic agency of others.

In fact, it seems that both modes of evidential preemption that I have examined in this paper can form part of reasonable people’s discourse repertoires. That is, I can opt to concede certain facts while aiming to preemptively neutralize their epistemic significance: “Climate change deniers have begun pointing out that we may be entering a period of increased solar activity, and that this may have something to do with global warming. This is true, but these data are already taken into account in all standard models.” Or I could seek to preempt the evidence by discrediting the source outright: “Websites like truthseeker.org will say that the US Government orchestrated the 9/11 attacks. But these guys are just crazy: look, they also argue that Elvis is still alive.” Such counter-manipulative strategies, I think, can be in perfectly good ethical order. They show that there is nothing inherently nefarious about the resort to evidential preemption in ordinary human communication.

What may seem true, nonetheless, is that evidential preemption can make for a limited sort of “epistemic paternalism,” where a speaker does not simply “offer counsel” to the hearer about what to believe, but takes affirmative steps toward rationally foreclosing certain future epistemic opportunities for him. As such, it might be thought that evidential preemption, even in the best of cases, should raise concerns about epistemic autonomy. This is certainly not a concern that we should dismiss lightly.29 But I think a number of perspectives coalesce to suggest that it is less of a problem than it might seem initially.

First, we should recognize that whenever we spontaneously offer testimony to anyone, we are in fact “rationally foreclosing certain future epistemic possibilities” for that person. That is, we are presenting them with evidence that will pro-actively shape how they are rationally positioned to respond in future epistemic contexts. Quite simply, testimony provides information that no one is free

29 Though see Fricker 2006 for illuminating reflections on the limitations of our ideal of epistemic autonomy.
to simply discard without reason. In other words, evidential preemption is essentially just a starker and more dramatic implementation of what is already going on in any testimonial exchange.

Second, we must recognize that for cognitively finite and highly interdependent creatures such as us, autonomy is a complex notion, and in some cases, the most viable strategies for protecting or enhancing autonomy will see us skirt on the borders of apparent paradox. For instance, it is a well-known fact that although it might seem rational always to keep open as many future possibilities as one can (because one’s desires might change, or because one might come across pertinent information in the meantime), there will be times when rationality does in fact require us to strategically “pre-commit” to a certain course of action, thereby depriving one’s future self of the freedom to make the choice. From the point of view of a certain idealized notion of rationality, such “self-binding” strategies cannot but appear problematic or even paradoxical. But given one’s insight into one’s own cognitive limitations, such strategies can in fact be rationally optimal: while it is true that I might be in possession of more information at the later time, I may also foresee that my ability to make correct use of that information will be significantly impaired. A classic example from the practical realm is the person who turns his car keys over to his drinking buddy so as to deprive his future inebriated self of the option of driving home. These reflections transpose readily into the key of epistemic rationality: for instance, there may be sources of political rhetoric that I might rationally refuse to expose myself to, for fear that I might be “swept away.” These are intra-personal cases where rationality requires, through insight into one’s cognitive limitations, that one make moves to restrict one’s future options: only a hopelessly idealized theory of rationality that would fail to reflect the significance of such limitations could portray this as in any way undermining our autonomy. What is presently at stake, then, is just whether similar moves applied in inter-personal settings are necessarily at odds with autonomy. I think the answer is quite clearly no: in a situation where I am vulnerable to the manipulative agency of others, there is nothing paradoxical about concerned friends of mine initiating protective action precisely with the aim of safeguarding my autonomy.

But finally, I think it is important to recognize that evidential preemption can be justified, all things considered, even in cases where legitimate concerns about autonomy would remain. It would be justified in the way that impositions on individual autonomy typically are justified, namely by

---

30 For a classic study, see Elster 1979.
31 For these reasons, I believe it is important to distinguish evidential preemption from superficially related phenomena such as “gaslighting” (see, e.g., Abramson 2014).
reference to the common good. After all, these people are typically participants in collective decision making processes whose outcomes affect us all. As such, any community has a legitimate interest in exercising a modicum of control over the quality of information available to its constituents. Evidential preemption provides a means for achieving this, consistent with maintaining due recognition of the right to free speech.  

5. Concluding remarks

This paper has sought to bring philosophical analysis to bear on a widespread but hitherto understudied form of argumentative maneuver which I have dubbed evidential preemption. While evidential preemption may seem like an innocent rhetorical flourish, I have argued that it can actually mask a significant epistemological device: it can materially affect not just how people will be psychologically disposed to respond to your opponent’s subsequent assertion that \( p \), but also how it will be epistemically rational for them to respond. In many circumstances, evidential preemption can serve to manipulate an audience’s future epistemic situation by neutralizing or altogether undermining evidence that has yet to be disclosed to them. My account does not on its own help distinguish between nefarious and ethically appropriate deployments of evidential preemption. I believe this is as it should be: we expect too much if we expect the norms of epistemology to neatly track the norms of social relations more broadly. Instead, the prevalence of evidential preemption should serve as an important reminder of the degree to which “circumstantial epistemic luck” (i.e., the quality of the epistemic situation that one blamelessly happens to find oneself in) plays a crucial role in social epistemology. But meanwhile, getting clear on how evidential preemption works – and why it works – can add an important dimension to ongoing philosophical discussions in social epistemology, in particular to discussions relating to the epistemology of testimony and the ethics of communication.

---

32 In this way, my analysis may be seen to yield a surprising affinity with Rae Langton’s analysis of the phenomenon of illocutionary silencing (cf. Langton 1992; Hornsby and Langton 1998). Whereas locutionary silencing corresponds to impositions on free speech more traditionally understood, illocutionary silencing works in a more nefarious manner by manipulating the audience’s ability to engage in the proper uptake of the speech act. Nonetheless, our analyses depart on a crucial point: whereas Langton (et al.) appear to believe that illocutionary silencing is inherently problematic, I have argued that evidential preemption can serve a vital and well-justified role in safeguarding an epistemic community against motivated misinformation.

33 I borrow the term from Miranda Fricker 2007.
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